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Abstract 

Over the past two decades there has been a growth in pattern recognition methods, especially 
catalysed by machine learning community and the rapid growth in computing power. Methods 
developed two or three decades ago such as principal components analysis, cross-validation and 
partial least squares, required limited computing power and are now embedded into modern 
software packages. Moore's law as variously described suggests a doubling of computer speeds every 
2 years, or over 30,000 times increase in 30 years, yet modern pre-packaged chemometric software 
has not kept pace. Many problems are non-linear especially outside mainstream analytical chemistry 
and as such are require approaches often more usual in areas such as economics or biology. In 
addition proper validation and optimisation usually requires significant iterations, for example using 
a bootstrap and test / training set splits might require a model to be reformed 20,000 times. In 
addition, self organising maps are a powerful alternative to principal components for the 
visualisation of relationships between samples. These methods are illustrated on a dataset of ancient 
Italian pottery coming from different sites. 
 

Introduction 

Whilst many of the new approaches to pattern recognition were quite theoretical and of 
limited applicability several years ago, due to the lack of availability of computing power, these are 
now feasible as tools for pattern recognition within chemometrics. In many modern studies, such as 
chemical archaeology, we do not necessarily expect linearly separable data and the datasets are much 
more complex than for example in traditional analytical chemistry and so require new tools. This 
presentation is illustrated by a prepublished dataset but the methods in the presentation should be 
applicable to more complex problems that are now feasible to be studied using chemometrics. 
 
Materials & Methods 

The dataset will be illustrated a dataset consisting of measurements of 11 elements on 58 
pottery samples from Southern Italy [1]. The aim is to try to classify the pottery into two groups A 
(black carbon containing bulks) and B (clayey ones) according to their elemental composition. 

For simple data display we use Principal Components Analysis. The advantages over PCA of 
Self Organising Maps (SOMs) [2] for data display and variable selection are demonstrated, using in-
house software developed in the authors' laboratory. 

For supervised classification or pattern recognition we have developed methods of iteratively 
splitting the data into test and training sets 100 times over and further using 200 bootstraps in each 
iteration for optimisation [3] as originally reported for PLS-DA. Various performance indicators 
including the %correctly classified on the test set, the area under the curve, the predictive ability of 
individual samples and Receiver Operator Characteristic (ROC) curves are outlined. 

Several additional classification approaches have been employed including the Euclidean 
distance, Linear Discriminant Analysis (LDA), Quadratic Discriminant Analysis (QDA), Learning 
Vector Quantisation (LVQ) [4] and Support Vector Machines (SVMs) [5] are employed. These 
methods involve creating increasingly complex boundaries, starting from linear to quadratic, 
multilinear and curved, between classes. 
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Results 
SOMs have significant advantages over PCA for data display. They can be used to visualise 

the grouping into two classes, or by geographical origins. Where there are lots of factors it is hard to 
find enough symbols in a PC plot, and the PC plots also often waste space and sometimes the 
largest PCs are not the most significant. SOMs are computationally intense but very effective for 
explor
atory 
data 
analysi
s. 
They 
can 
also be 
used 
to 

determin
e which 
elements are most important for separating groups, fig. 1. 

The performance of the different classifiers can be compared by visualising the boundaries 
between different groups, as represented on the 
PC scores projection. Euclidean and LDA 
classifiers draw linear boundaries, QDA 
quadratic, LVQ multilinear and SOM quite 
complex curved boundaries. The example in 
this study is fairly simple but for complex 
datasets often with many classes with non-
Gaussian distributions the choice of classifier 
can be quite important and depends on data 
structure, fig. 2.  
 
Conclusions 

 There are a large number of methods 
now available for handling complex real world 
datasets such as are found in the area of 
chemical archaeology and other cultural studies. 
These are feasible using more computing. 
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Fig. 1: Representation of objects by class and by origin using SOMs 

Fig. 2: Different types of boundaries 
between two classes 
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